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Abstract. Opinion expressions extraction is one of the main frame-
works in opinion mining. Extracting negative opinions is more difficult
than positive opinions because of indirect expressions. Especially, in the
domain of consumer reviews, consumers are easier to be influenced by
negative reviews when making decision. In this paper, we focus on the
extraction of negative opinion expressions of consumer reviews. State-
of-art methods heavily depend on task specific knowledge in the for-
m of handcrafted features and data pre-processing. In this paper, we
use a neural architecture by combining word embeddings, Bi-LSTM and
CRF. We add a conditional random fields (CRF) layer to bidirectional
long-short term memory (Bi-LSTM) recurrent neural network language
model, which provides sentence level tag information and improves the
result of experiment. Our model requires no feature engineering and out-
performs feature dependent methods when experimenting on real-world
reviews from Amazon.com.
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1 Introduction

Opinion expressions extraction is one of the main frameworks in opinion mining.
Existing works mainly focus on subjective expressions extraction and opinion
target extraction [10]. Subjective expressions extraction is to distinguish the
sentence or phrase is subjective or objective and extract subjective ones out.
Opinion target extraction focus on finding the target terms implying sentiment
in sentences, for example, “software” is the target term of the review “Updat-
ing with the latest software didn’t help”. However, what is important to us is
the opinion implied by the target term not the term itself. Opinion expression
is consisted by not only the target term but also the description of the term
(“software didn’t help” in the last example). Therefore, the task of extracting
the whole opinion expressions or determining the opinion phrase boundary is
important for further opinion mining tasks such as polarity classification and
sentiment summarizations.
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In the domain of consumer reviews opinion mining, precisely extracting
opinion expressions is useful for further sentiment classification and summa-
rization,which is very important for helping consumers to make desicions and
helping merchant to improve the quality of their product. Also, reviews that
imply negative sentiment is always much more difficult to analysis than positive
ones because the obscure or indirect expression. In this work, we focus on the
negative opinion expressions extraction in the domain of customer reviews from
Amazon.com provided by Arjun[14].

Most previous works on opinion target extraction have used parsing, semat-
ic, syntactic features, language patterns and task specific knowledge. The huge
amount of features make the task complex and time-consuming. Conditional ran-
dom fields (CRF)[8] and other improved methods based on CRF are the most
popular methods for this task. However, CRF is a linear model and heavily de-
pend on handcrafted features. Therefore, the effectiveness of previous work is
limited by the selection of features and the grammatical accuracy of sentences
in the dataset.

In recent years, deep learning methods have been widely studied on natrual
language processing tasks. Mikolov et al.[13] presents word embeddings train-
ing with neural network which becomes effective representations of words and
phrases. Recurrent neural network[12] becomes a new effective way for build-
ing language model compared with probabilistic methods. Also, long short-term
memory[5] cell makes it possible for recurrent neural network to learn long se-
quence.

For more complex natural language processing tasks, such as named entity
recognition and part-of-speach tagging, deep learning models have also outper-
formed feature-based methods. Neural architecture is famous for its non-linear
character and can automatically learn the semantic and syntactic information
of the sentences, which remedy the limitation of CRF.

To this end, we use a neural architecture by combining pre-trained word
embeddings, Bi-LSTM and CRF. Pre-trained word embeddings provide word
presentations learnt from huge amount of data, which also contains the context
information. Bidirectional long-short term memory (Bi-LSTM) recurrent neural
network language model provides non-linear character in modeling sequential
data. Linear conditional random fields provides sentence level tag information.

We take the task as a sequence labeling task and use deep architecture to
solve the task of opinion expressions extraction (phrase boundary detection).The
main contribution of our work are summarized as follows:

– We solve the negative opinion expressions extraction task with a neural
architecture with no need of feature engineering and outperform feature-
based methods in real-word consumer review data.

– We prove that adding a linear CRF layer which provide sentence level tag
information to neural network language model can significantly improve the
result of the task of opinion expressions extraction.

The rest of this paper is organized as follows: Section 2 formulates the prob-
lem and describes the model. Section 3 discusses the experimental setup,training
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and evaluation of the network. Section 4 reviews the related work. Section 5 con-
cludes the paper and presents our future work.

2 Neural Network Architecture

In this Section we formulate the problem of opinion expressions extraction, de-
scribe our neural network architecture components from bottom to up and de-
scribe the algorithm to apply the neural architecture to negative opinion expres-
sions extraction.

2.1 Problem Statement

The opinion expressions extraction task can be formally described as follows:
Given a sentence, s = (w1, w2, ..., wn) , find sub-sequence of the sentence which
contains target of opinion and opinion expression, o = (wp, ..., wi, ..., wq) (p ≥
1, q ≤ n). The aim is to correctly decide the phrase boundary of the sentence.

We take the task as a sequence labeling task. We represents the sentence into
the BIO format (Beginning of opinion expressions, Inside of opinion expressions,
End of opinion expressions). For a word in sentence, we label the word B if the
word is the first word in opinion expressions, we label the word I if the word
is inside but not in the first position of the opinion expression, and for other
words which is not in the opinion expression, we label it O. For example, in
the sentence below, the opinion expression is inside [[]], we label the sentence as
follow:

Updating(O) with(O) the(O) latest(O) [[software(B) didn’t(I) help(I)]].
The task is that given a sentence ,finding the right place for the position of

BIO, which means correctly predicting every word in the sentence to be B, I or
O.

2.2 Word Embeddings

Word embeddings map words to vectors using methods including probabilistic
models, neural networks and so on. Word embeddings have exhibit remarkable
boost in many natural language processing (NLP) tasks with the property of
being able to encode the analogy between words. Since Bengio[1] et al. propose
neural language and Collobert and Weston[3]train word embeddings on a large
dataset and show effectiveness of word embddings. Since that, word embeddings
have been used in NLP tasks in wide range.

In NLP task using neural architecture, word embedding can be used in two
ways: co-trained with the task and pre-trained based on larger dataset. In our
work, we use Glove pre-trained 200-dimensional word embeddings trained on 2
billions twiteers Twitter.[17] Also, in Section 3.6 we discuss the impact of word
embeddings on our task using the Stanford Glove[17] two different pre-trained
word embeddings trained Wikipedia and Twitter respectively with different di-
mensions and the 300-dimentional word embeddings proposed by Mikolov et
al.[13] trained on 100 billion words from Google News.
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2.3 Bi-LSTM RNN Language Model

Recurrent Neural Network (RNN) is a neural architecture feasible for dealing
with sequence data, because it makes use of information and performs the same
task for every element of a sequence. RNN language model has been proved to
be more effective and less computational complexity compared with traditional
language model by Mikolov et al [12].

However, RNN suffers vanishing/exploding gradients when learning long se-
quence. Long Short-term Memory (LSTM) [5] solves the problem of RNN with
the addition of a memory cell and uses input gate it, output gate ot, forget gate
ft to control the proportion of the input and the previous state to the memory.
The LSTM outputs memory cell ct, hidden state ht at each time step is shown
as follows:

it = σ(W ixt + U iht−1 + bi)

ft = σ(W fxt + Ufht−1 + bf )

ot = σ(W oxt + Uoht−1 + bo)

gt = tanh(W gxt + Ught−1 + bg)

ct = ft � ct−1 + it � gt
ht = ot � tanh(ct)

(1)

where σ is the element-wise sigmoid and hyperbolic tangent functions, � is
the element-wise multiplication operator.

Bi-directional LSTM,[4]composed of a forward LSTM and a backward LSTM,
can capture both the past and future information respectively. The feature of
Bi-LSTM makes it effective in many NLP tasks, because it takes the advantage
of contextual information.

2.4 CRF

Conditional random fields(CRF)[8] is used in wide range for natural language
processing sequence labeling tasks such as part-of-speech tagging, name enti-
ty recognition. CRF takes context into account, using tagging information at
sentence level to model tagging decisions jointly

For a sequence labeling task, CRF gives a score for labeling result of a sen-
tence as follows:

score(y|x) =

m∑
j=1

n∑
i=1

λjfj(yi, yi−1, x) (2)

here fj is feature fuction and λj is its weight. Each feature function is com-
posed with the label of current word yi and the label of the previous word yi−1
.That means, feature functions in CRF depend on current and previous label
rather than arbitrary word. Λ = {λk} is the weights of feature fuctions. In CRF,
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normalize the score into probabilityp(y|x,Λ) with the normalization as follows:

Z(x,Λ) =
∑
y

(exp(

m∑
j=1

n∑
i=1

λjfj(yi, yi−1, x))) (3)

p(y|x,Λ) =
exp(

∑m
j=1

∑n
i=1 λjfj(yi, yi−1, x))

Z(x,Λ)
(4)

During training,we minimize the negative log-probablity of the correct label.

Λ = argminΛ(−
∑
j

log(p(yi|xi, Λ))) (5)

where is (xi, yi) is in the training examples. Once we have trained a CRF
model, given a new sentence, we can get its labeling sequence using dynamic
programming, such as Viterbi Decoding.

2.5 Bi-LSTM-CRF

In our model, we combine Bi-LSTM with CRF similar with architecture in [9][11].
First, we feed word embeddings of sentence into bidirectional long-short term
memory (Bi-LSTM) recurrent neural network language model. Then the output
is fed into the conditional random fields (CRF) layer which take into account
neighboring tags, yielding the final predictions for every word. The combination
of no-linear and linear model improves the result of our experiment ,which will
be discussed in Section 3.5. The architecture is shown in Fig 1.

updating with the latest [software didn't help]

Word
Embeddings

 LSTM  LSTM  LSTM  LSTM  LSTM  LSTM  LSTM

LSTM  LSTM  LSTM  LSTM  LSTM  LSTM  LSTM

O O O O B I I

Forward
LSTM

Backward
LSTM

CRF
Layer

Fig. 1: The Architecture of Bi-LSTM-CRF
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2.6 Apply the Neural Architecture to Negative Opinion Expressions
Extraction

In this part,we will discuss the technological process to apply the neural architec-
ture to negative opinion exprssions extraction. Given a set of real-world negative
reviews from Amazon.com. The only pre-processing for the data is simply tok-
enize the words with blank character and padding the sentences as discussed in
Section 3.3. Then we present the word with pre-trained word embeddings, and
feed them into our neural architecture. Then we apply backpropagation algo-
rithm to minimize the loss function and upgrade the parameters. The flow of
our algorithm is as follows:

Table 1: The Flow for Opinion Expressions Extraction
Input: A set of consumer reviews S = {s1, s2, ...sn}
Output: The parameter of Bi-LSTM-CRF

Parameters Initialization:Intialize the matrix and bias with a nor-
mal distribution with mean equals 0 and standard deviation equals 0.1.
Padding and initial reviews using pre-trained word embeddings.
for each review si ∈ S do:

1 Feed xi, the vector prestantion of si to Bi-LSTM-CRF and generate
pridicted sequence label yi.

2 Compute the loss of yi.
3 Use backpropagation algorithm to update the parameters of the

network.

end for

3 Experimental Setup

In this section, we describe the experimental setup of our paper, including the
way we train our neural architecture and the efficiency of our model in detail.

3.1 Datasets

Most of the datasets in domain of opinion mining focus on the sentiment clas-
sification. For the task of opinion expressions extraction, the sentiment analysis
dataset developed by Qiu [22] et al. and the SemEval2014 dataset [18] focus on
the opinion target term extraction. The dataset provided by Wang et al. [26] ex-
pand the SemEval2014 dataset by adding manually labeled opinion terms. The
dataset developed by Arjun[14] is for the task of opinion expressions boundary
detection.



7

We use the dataset developed by Arjun [14], which provides consumer re-
views from Amazon.com. The dataset contains six domains data, the num-
ber of negative and total sentences are as below: Router (1284/5063), GPS
(632/2075), Keyboard (667/1446), Mouse (494/2488), MP3-Player (174/352),
Earphone (359/678).

In our model, we require the recurrent network language model with long-
short term memory to learn the long term context and dependencies between
words in the input sentences. We need to deal with the variation of the length
of sentences, we need to find a feasible max sentence length so that many of the
sentences would share the same length and the length won’t be too long to make
the model too complex. We will describe the distribution of the sentence lengths
of our dataset and the way of padding in detail in the Section 3.3.

3.2 Comparative Approaches

We compare our model with four feature based methods described in[14].
UHB: A rule based method by finding the constitution around the opinion

term, such as a positive sentiment and a negator. And decide the window to find
sentiment negator by experiment.

CRF: The traditional Markov linear-chain conditional random fields (CRF).
The features contains two classes: Pivot Features (POS Tags, Phrase Chunk
Tags, Prefixes, Suffixes, Word Sentiment Polarity), Latent Semantics.

CRF-L2R: The traditional Markov linear-chain conditional random field-
s (CRF) with regularization on the feature weights. During training, the log-
likelihood is modified as follows:

Λ = argminΛ(−
∑
j

log(p(yi|xi, Λ))) +
∑
k

λ2k (6)

CRF-PSC: A constrained model which summing over only the valid phras-
es produced by CRF.In traditional CRF, we p(y|x,Λ) with the normalization
Z(x,Λ), which summing over all possible sequence labeling. In CRF-PSC ,the
normalization sums over only the valid sequence labeling.

3.3 Network Training

In this part, we will discuss the details about training the neural network in our
work.

We implement Tensorflow library in our experiment. The details contain
about parameter initialization, the sequence length for recurrent neural network
language model, loss function with padding in sequence, optimization algorithm
and ways to avoid overfitting.

Parameter Initialization: To verify the effectiveness of our neural network
in simple pre-processing of data, the only data pre-processing is basically split
the sentence into a list of words, without removing punctuations or stop words.
We use Glove pre-trained 200-dimensional word embeddings trained on 2 billions
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twiteers.[17]. For the words which are not in the pre-trained words set, we random
them uniformly distributed over the half-open interval [−0.1, 0.1) so that any
value within the given interval is equally likely to be drawn.

Matrix parameters and bias is used in two circumstances: (1)The softmax
layer between Bi-LSTM and the output of the sequence labeling model in the
contrast method of no adding a CRF layer,(2) The activation function between
Bi-LSTM and the CRF layer. Matrix parameters and bias are randomly set both
with a normal distribution with mean equals 0 and standard deviation equals
0.1.

Sequence length for RNN Language model: During the training of
recurrent neural network, we have to feed the network the same length data in a
training batch. However, the sentences in our dataset is not in the same length.
Padding is the most popular ways to deal with this problem. We will pad the
sentences with zero vectors to fill up the remaining part, so that in a training
batch all the sentences share the same length.

The max length of padded data is one of the most important hyper-parameters
in RNN language model. Too long sequence length would not help due to gra-
dient vanish, even LSTM suffer from this problem. We analysis the distribution
of the sentence lengths in our data. As we want to find the opinion expression-
s, we must keep them in our data. So we analysis the length of sentence after
truncating at the end of opinion expressions as Figure 2. We choose the max se-
quence length as 50, so that many of our sentences would share the same length.
We randomly keep part of sentences longer than that with no break of opinion
expressions and do padding for shorter ones.
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0 10 20 30 40 50 60 70

Router Keyboard GPS Mouse

Fig. 2: The Sentence Length Distribution of Our Dataset
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Loss Function with Padding in Sequence: The loss function need to
be calculate accordingly after the data being padded. We mask the sequence
with the actual length when training. So that during training, the padded part
wouldn not been considered into loss function and not been trained.

Optimization Algorithm: We choose the mini-batch stochastic gradient
descent (SGD) with momentum 0.9. Momentum[21] is a method to help avoid
stuck into local minima when applying SGD. As the size of dataset is not large
enough, we finally set the batch size at 1 after experiment on different batch size,
which becomes standard SGD, but the time for training is still acceptable and the
result is the best. We also use Adam[7] optimization algorithm when choosing
the hidden size of LSTM preliminarily, because Adam has a fast convergence
velocity which helps us tune our network more quickly. The hidden size for each
domain is Router(64),Keyboard(30),GPS(40),Mouse(24).

We set the learning rate at 0.001 and early stop[2] based on performance
on validation sets, all the results are based on 4-fold cross validation.To avoid
gradient exploding, we also use gradient clipping method[16]. Also, we shuffle
the data randomly before training.

Ways to avoid overfitting: In our work, we use two ways to avoid over-
fitting :dropout and L2-regulazition on matrix weights and bias. Dropout[23] is
an effective method to deal with overfitting by randomly drop units and their
connections to avoid co-adapting of units. When some neurons are randomly
dropped out during training, the co-adapting between them is avoided. This
makes the network have better generalization performance. We use the dropout
at the input of the Bi-LSTM and put a dropout wrapper on both forward and
backward cell of Bi-LSTM. We set the dropout rate at 0.6, which helps us to
get the best performance on our dataset. We will further discuss the effect of
dropout in Section 3.6.

L2-regularization term to the weights and bias is also one of the frequently-
used method to avoid overfitting. The L2-regularization term gives penalty on
the large values of parameters of neural network which increases the generality
of neural network. During our training, we take our loss as a sum of negative
log-likelihood of sequence labeling result(NLL) and L2-regularization term of
parameters as follows:

Loss = NLL+ β1R(weights) + β2R(bias) (7)

In our experiment,we take β1 = β2 = 0.001, the weights and bias is discussed
before in parameter initialization.

3.4 Evaluation Method

We use the same overlap matrix described in [14]. The set of sentences in test
dataset is S. For each sentence s ∈ S, recall(r), precision(p) and F1 value(F1)
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as follows:

p = avgs∈S,|sc 6=0(
|sc|

⋂
|sp|

|sc|
)

r = avgs∈S,|sp 6=0(
|sc|

⋂
|sp|

|sp|
)

f1 =
2pr

p+ r

(8)

where sc, sp denote the correct and predicted opinion expressions spans in sen-
tence.

3.5 Model Effectiveness

In this part, we present the performance of our model. We verify the effectiveness
of our model compared with feature-based methods described in Section 3.2.

Compared with feature-based methods[14]: Table 2 shows the precision, re-
call, f1-value on the dataset described in Section 3.1 with four domains (Router,
Keyboard, GPS, Mouse). The recall and f1-value has been improved using our
neural architecture. Noting we used the same architecture and no feature engi-
neering to get the improvement on different domains of data. In the keyboard
domain,however,we don’t get result good enough, by ananlysis the raw data,we
find there are too many numbers and html links.To show the advantage of our
model, we have not done preprocessing to these circumenstances.

Table 2: Performance of four types datasets
Dataset Method P R F1 Dataset Method P R F1

Router

UHB 67.0 73.7 70.2

Keyboard

UHB 64.4 68.1 66.0

CRF 87.9 76.9 82.0 CRF 86.8 74.8 80.3

CRF-L2R 88.7 77.1 82.5 CRF-L2R 87.6 75.7 81.2

CRF-PSC 92.0 80.1 85.7 CRF-PSC 90.4 78.3 83.9

Bi-LSTM 87.0 81.3 84.0 Bi-LSTM 76.3 74.0 75.1

Bi-LSTM+CRF 87.6 87.8 87.7 Bi-LSTM+CRF 80.1 82.6 81.3

GPS

UHB 67.5 67.7 67.6

Mouse

UHB 60.7 59.1 59.8

CRF 84.1 71.9 77.5 CRF 83.8 61.6 70.9

CRF-L2R 84.8 72.7 78.3 CRF-L2R 84.5 61.9 71.4

CRF-PSC 86.7 73.5 79.5 CRF-PSC 86.1 63.6 73.1

Bi-LSTM 81.2 77.6 79.4 Bi-LSTM 84.0 75.9 79.7

Bi-LSTM+CRF 85.0 84.3 84.7 Bi-LSTM+CRF 80.1 81.2 80.6

Also, In table 2, we show the result of adding a CRF layer. Compared with
feed the output of Bi-LSTM to Softmax, the CRF layer improve the result
significantly. Adding a CRF layer has improved the recall a lot and thus improve
the F1-value.
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3.6 Impact of Dropout and Word Embeddings

In this part, we discuss about the impact of dropout and pre-trained word em-
beddings on our experiment.

Dropout: Deep neural networks always suffer from ovefitting because of
large number of parameters, especially when dataset for training is not large
enough. Dropout is a powerful method solving this problem [6]. In our exper-
iment, the dataset is kind of small of neural network, so dropout is extremely
necessary for the performance. We use dropout on the input and Bi-LSTM layer
when training, the effect of Dropout is shown as Table 3, the parameter is the
same as Section 3.5. As we can see from the figure, dropout is effective in im-
proving the performance of our neural architecture model in different domains
of data.

Table 3: Impact of Dropout on Four Types datasets
Router Keyboard Gps Mouse

P R F1 P R F1 P R F1 P R F1

Dropout 87.6 87.9 87.7 80.1 82.6 81.3 85.0 84.3 84.7 80.1 81.2 80.6

No Dropout 84.1 83.3 83.7 70.1 73.0 71.5 75.3 78.0 76.6 77.2 79.4 78.3

Word embeddings: In order to find the effect of pre-trained word embed-
dings on our model, we performed experiments with three different pre-trained
word embeddings on the dataset in Router domain, the F1-value using different
pre-trained word embeddings are shown in Table 4.

(1) Glove, trianed on Eikipedia 2014 and Gigaword 5(6 billions tokens, 400K
vocabulary) with dimensions of 50,100,200,300 [17].

(2) Glove Twitter,trained on Twitter(2 billions tweets, 12M vocabulary) with
dimensions of 25,50,100.200[17].

(3) Word2Vec, trained on 100 billion words from Google News with dimen-
sions of 300 produced by Mikolov et al.[13].

As we can see from the figure, different pre-trained word embeddings effect
the performance of our model. The choice of pre-trained word embeddings is
important when the training dataset is not large enough to co-train the word
embeddings while solving the task. Using word embeddings pre-trained on larger
dataset is helpful to get better performance.

Table 4: Different Pre-trained Word Embeddings

25D 50D 100D 200D 300D

Glove - 80.1 83.1 81.8 83.2

Glove Twitter 83.6 86.1 84.6 87.7 -

Word2Vec - - - - 87.7
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4 Related Work

Opinion expressions extraction is a major task in opinion mining. Kobayashi et
al.[6] take the opinion expressions extraction as a frame consisting of: (1)Opinion
Holder: the person making the evaluation (2) Target: a named entity belonging
to a class of interest (e.g., iPhone) (3)Aspect: a part, member or related object,
or attribute of the Subject (Target) (e.g., size, cost) (4)Evaluation: a phrase
expressing an evaluation or the opinion holders mental/emotional attitude (e.g.,
too bulky). Opinion extraction task means filling these slots for each evaluation
expressed in text.

Opinion target extraction is first studied by Hu et al.[6], they classify the
opinion target into two kinds: explicit and implicit, but only deal with the ex-
plicit target with rule-based method. Popescu et al. [19] asume the class of the
product is already known and use the mutual information between words and
the product class to find the target words. Toh[27] et al. use CRF as a sequence
labeler with features such as POS tags and WordNet taxonomies. In SemEval
2014[18] task 4, a dataset of two domains(Laptop and Restaurant) is provided
for target extraction and polarity classification, many methods based on task-
specific knowledge, sematic and syntactic structure have been proposed. Also,
there are many methods based on topic model[15]. Neural architecture in recent
years has shown improvement in this task, Soujanya[20] et al. use a deep CNN
combining with rules and get the state-of-art result on the dataset of SemEval
2014.

Recent years, the co-extraction of opinion target and opinion evaluation terms
has been a promising task. Qiu et al.[22] use rules and relations between them.
Wang[26] et al. use recursive neural network combining conditional random fields
and proposed an extended dataset for this task based on the dataset of SemEval
2014.

The task in our work is find the phrase boundaries of opinion expressions,
which is similar to opinion target extraction but different from it from getting
the full opinion expressions of aspect and evaluation. Arjun[14] is the first to
focus on this task, and proposes the dataset for the task of opinion expressions
extraction.

In recent years, neural architecture has shown significant improvement on
natural language processing tasks. Mikolov et al.[13] presents the distributed
representations of words and phrases with neural network, which is known as
word embeddings. Pennington et al.[17] make the training process of word em-
bedding possible on large dataset. And the recurrent neural network[12] has
shown effectiveness in modeling natural language with long shor-term memo-
ry[5] cell to solve the problem of learning long sequence.

On the sequence information labeling and analysis tasks, methods with im-
provement based on Hidden Markov Model (HMM) and LDA haven been proved
effective[24][25]. Lample[9] established two neural networks, one is a bidirection-
al LSTM with a sequential conditional random layer above it, the other is a new
model that a new model that constructs and labels chunks of input sentences
using an algorithm inspired by transition-based parsing with states represent-
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ed by stack LSTMs. The model presents state-of-art name entity recognition
task in different languages. Ma[11] et al. propose a neural architecture with the
combination of CNN character level word embeddings , LSTM and CRF on the
end-to-end sequence labeling tasks. They experiment on the two major sequence
labeling tasks: part-of-speech tagging and name entity recognition, on both of
tasks the model proves effectiveness over traditional feature-based methods.

Different from the target terms extraction discussed above, we focus on the
task of phrase boundaries detection. And different from the model[11][9] dis-
cussed above, we don’t use the CNN character level word embeddings or s-
tack LSTM. Our model outperforms the previous feature-based methods such
as feature-based CRF or rule-based methods.

5 Conclusion and future work

In this paper, we use a neural architecture by combining word embeddings, bi-
directional long-short term memory (Bi-LSTM) recurrent neural network lan-
guage model and conditional random fields (CRF) to solve the task of opinion
expressions extraction. Our model has no need to make handcrafted features
and outperforms the feature-based methods on real-world negative consumer
reviews. Also, our work shows that adding a CRF layer to Bi-LSTM can sig-
nificantly improve the result as import the sentence level tagging information.
We also study about the methods of prevent overfitting when the dataset is not
large enough and the influence of the size and corpus of the pre-trained word
embeddings.

There are many directions for our future work: First, we can bring in finer
granularity information to the model such as character level information of the
words in sentence. Another direction is to combine our model with further task
of opinion summarization and make a joint model for opinion extraction and
summarization. Also, as our model has no need of task specific knowledge or
handcrafted features, we can use it in other domain, such as find viewpoint in
news, standpoint in academic papers and so on.
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